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Abstract
In continuous-variable quantum key distribution systems, the multidimensional rec-
onciliation process can correct errors in raw keys at long transmission distances, so
that both communicating parties can obtain an identical set of corrected key strings.
In this paper, we designed and implemented a hardware acceleration scheme for the
complete multidimensional reconciliation sender module using the parallel process-
ing capability of FPGAs. To this end, we simplified the matrix operation based on the
characteristic of fewer nonzero elements at the matrix family A8 and customized an
exclusive circuit structure. In addition, we also constructed a multi-edge type (MET)
LDPC code with good decoding performance and implemented a high-speed MET-
LDPC decoding module based on FPGA. When the signal-to-noise ratio is 0.16, the
simulation results show that the reconciliation efficiency is 93.4%, the frame error
rate is 19%, and the throughput can reach 9.6 Mbps, which is two orders of magni-
tude higher compared with CPU. Our work paves the way for the miniaturization and
integration of CV-QKD systems.
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1 Introduction

Quantum key distribution (QKD) technology relies on the laws of quantummechanics
to provide information-theoretical secure keys for both legitimate communicating
parties [1, 2]. Even if the eavesdropper has infinite computing power, she cannot
eavesdrop on any information. The basic process of generating secret keys can be
outlined as: the sender Alice sends the encoded quantum states to the receiver Bob
through a quantum channel, Bob uses a random measurement base to measure the
received quantum states, and then, the key can be extracted through the process of key
sifting, parameter estimation, information reconciliation, and privacy amplification
[3].

Continuous-variable QKD (CV-QKD) [4, 5] is an important branch of QKD with
the advantages of good compatibility with existing communication techniques, and
high key rates in themetropolitan area. In recent years, a number of progress have been
made in various aspects such as protocol design, security analysis, and experimental
techniques [6–16]. However, the signal-to-noise ratio (SNR) of CV-QKD systems is
usually much lower than classical communication protocols, leading to a relatively
complex information reconciliation process, and digital signal processing technologies
sometimes need to be introduced to improve the SNR [17, 18].

In the information reconciliation process, the communicating parties use classical
error correction codes to correct the errors in the raw keys to obtain a completely
identical data string. For Gaussian signals in CV-QKD systems, the commonly used
information reconciliation schemes are slice reconciliation [19] and multidimensional
reconciliation [20]. Among them, slice reconciliation is suitable for the case of short
communication distance and relatively large SNRs; while multidimensional recon-
ciliation can achieve error correction at lower SNRs and can support the system to
achieve longer transmission distance, therefore, it has gained wide attention in recent
years [21, 22].

Due to the high error rate of raw keys in CV-QKD systems, error correction is
difficult and requires very large code length error correction codes, which leads to
high computational effort and very low data throughput. One possible way to improve
the throughput is to accelerate the algorithm using hardwares, such as the graphics
processing unit (GPU) [23–28] or the field programmable gate array (FPGA) [29,
30]. Among them, FPGAs have the advantages of powerful parallel operation, low
power consumption, and flexible configuration of parallelism, and their powerful con-
trol and programmability make them very attractive for designing prototypes and
manufacturing small production-run devices [31–33].

In this paper, we designed a hardware acceleration scheme of a multidimensional
reconciliation sender module based on FPGA. The proprietary circuit structure was
customized according to the characteristics of themultidimensional reconciliation pro-
cesswith fewer nonzero elements of the orthogonalmatrix,which effectively simplifies
the matrix operations in hardware. Furthermore, we have constructed multi-edge-type
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(MET) LDPC codes with good decoding performance and improved and implemented
a high-speed LDPC code iterative decoding module based on FPGA. In the decoding
module, we use the methods of shortening the code length and fixed-point number
calculations to reduce the consumption of storage resources. The simulation results
show that the reconciliation efficiency is 93.4%, the frame error rate is 19%, and the
throughput can reach 9.6 Mbps when the SNR is 0.16. The consumption of key hard-
ware resources such as look-up table (LUT), Block RAM (BRAM), and DSP is less
than one-third of the Virtex-7XC7VX690T FPGA.

The following paper is organized as follows: In Sect. 2, we introduce the basic prin-
ciple of multidimensional reconciliation and its impact on secret key rate. In Sect. 3,
we present the construction method and decoding algorithm of MET-LDPC codes. In
Sect. 4, we present the detailed design scheme of the sendermodule based on FPGA. In
Sect. 5, we present the simulation and implementation results. Finally, the conclusion
and outlook are drawn in Sect. 6.

2 Multidimensional reconciliation

The CV-QKD system usually works at a very low SNR, resulting in signals concen-
trated near zero, which is difficult to discriminate. To increase the discrimination,
a multidimensional spatial rotation operation can be performed on the signals to
convert the Gaussian signals into binary signals. The schematic of multidimensional
reconciliation is shown in Fig. 1.

After the process of preparation, transmission and measurement of quantum states,
the communicating parties share a set of interrelated Gaussian variables X and Y .
Both parties form a vector for each d elements of this Gaussian sequence, labeled X ′
and Y ′ and then, normalize each d-dimensional vector as follows:

x′ = X ′
∣
∣X ′∣∣ , y′ = Y ′

∣
∣Y ′∣∣ , (1)

where
∣
∣X ′∣∣ and

∣
∣Y ′∣∣ denote the modulo of vectors. After normalization, the random

vectors are transformed into signal points on an unit sphere and the Gaussian variables
are transformed into x′ and y′. Then, a set of random bit strings u = {b1, b2, . . . , bi }
of the same length as the Gaussian variables that obeying a uniform distribution is
generated by a true random number generator (TRNG) at the receiver side, and each
random bit string is transformed into a d-dimensional spherical vector as follows

u′ =
(

(−1)b1√
d

,
(−1)b2√

d
, . . . ,

(−1)bd√
d

)

, (2)

The receiver performs a d-dimensional spatial rotation operation to compute α,
such that it satisfies α · y′ = u′. u is encoded to generate the syndrome S. Then, α

and S are sent to Alice. Alice uses the received information to compute the mapping
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Fig. 1 Schematic of multidimensional reconciliation based on MET-LDPC codes. The inputs X and Y are
a set of interrelated but not identical Gaussian variables. α and S denote the mapping function and the
syndrome, respectively, which are computed by the receiver and sent to the sender. TRNG (True Random
Number Generator) is used to generate a set of random bit strings. The outputs Decoded Bits and Encoded
Bits are an identical set of corrected key strings

function M ′. Then, she calculates v using the equation M ′ · x′ = v. Finally, Alice uses
the computed v as side information to recover the exactly same u as Bob by decoding.

The reconciliation efficiency can be expressed as β = R/C , where R denotes the
code rate of the error-correcting code and C denotes the channel capacity. The secret
key rate K of the CV-QKD system can be expressed as

K = γ (1 − RFE) (β IAB − χBE ) , (3)

where γ denotes the effect of throughput on the key rate. If the throughput is greater
than or equal to the generation rate of raw keys, then we have γ = 1, otherwise
γ < 1; RFE denotes the frame error rate; IAB denotes the amount of mutual infor-
mation between the communicating parties; χBE denotes the amount of information
that may be leaked to the eavesdropper in reverse reconciliation. Equation (3) shows
that the throughput, frame error rate and reconciliation efficiency of the information
reconciliation all have a large impact on the key rate of the system, so it is crucial to
improve the performance of information reconciliation.

3 Multi-edge type LDPC codes

MET-LDPC codes were first proposed by Richardson and Urbanke [34], which have
good error correction performance even at very low SNRs, and have been applied to
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multidimensional reconciliation [22, 25, 35–38]. This section briefly describes the con-
struction of the check matrix of our MET-LDPC code check matrix and the decoding
algorithm.

3.1 Construction of the checkmatrix

The degree distribution characterizes the position of nonzero elements in the check
matrix. In previousworks, researchers have constructed degree distributionswith good
performance [25, 35, 36, 39], which give good degree distributions for code rates of
0.01, 0.02, 0.025, 0.1, and 0.5, respectively. There are two main types of ways to place
nonzero elements in the matrix according to the degree distribution, which are random
constructions and structured constructions.

Random construction [40] means randomly placing a 1 at an unpopulated position
in the check matrix and then checking whether the required constraints are violated.
If the placement is valid, the process is repeated; if the constraint is violated, new
location is tried. This operation is repeated until all nonzero elements are placed. This
approach provides maximum freedom for nonzero elements and allows for the best
error correction performance. However, it takes a long time when constructing check
matrices of very large size.

Since MET-LDPC codes are usually applied in channels with very low SNRs, the
size of the check matrix is large and the number of iterations is high. Therefore, the
decoding delay time is usually high, and hardware acceleration is desired to increase
the computation speed and achieve a lower delay time. The quasi-cyclic structure
facilitates parallel processing in hardware. In this paper, we combine the twomethods,
first, constructing the basematrix with a code length of 10,000 by random construction
algorithm, and then, extending the base matrix by the quasi-cyclic algorithm to obtain
the check matrix with a code length of 160,000 to achieve the trade-off of error
correction performance and time complexity.

3.2 Layered sum-product decoding algorithm

The sum-product decoding algorithm has good decoding performance where the lay-
eredmessage passingmechanismconverges faster, can reduce the number of iterations,
and can reduce the consumption of storage resources when applied to FPGAs [41].
The algorithm consists of the following three main steps:

Step 1: Initialization: calculating the initial log-likelihood ratios (LLRs) for each
variable node:

LLR0
i = ln

Pi (0)

Pi (1)
. (4)

Step 2: Perform row-by-row processing of the nodes in the check matrix:

Mji = LLRl−1
i − El−1

j i , (5)

El
ji = (

1 − s j
) ×

∏

i∈N ( j)/i ′
sgn

(

Mji
)
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× �

⎡

⎣�
(

Mji
) −

∑

i∈N ( j)/i ′
�

(

Mji
)

⎤

⎦ , (6)

LLRl
i = Mji + El

ji , (7)

where l denotes the number of iterations, and the function � is defined as � (x) =
− log [tanh (|x |/2 )]. From the node processing equation, the intermediate variables
do not need to be cached into the next iteration process, thus effectively reducing the
consumption of storage resources when implementing on FPGA.

Step 3: Decision. The quantization X = [x1, x2, . . . , xn] is performed, if
LLR(qi ) ≥ 0, then xn = 1, otherwise xn = 0. If H · XT = S, the result X is
the decoded output, otherwise return to step 2 for the next processing. Repeat steps
2 and 3 until H · XT = S, or the number of iterations reaches the given maximum
value.

4 Implementation of the high-speedmultidimensional reconciliation
sender module

In designing and implementing the high-speedmultidimensional reconciliation sender
module based on FPGA, we use a series of methods such as pipelined operation and
parallel processing to improve the throughput. In addition, we use fixed-point number
calculation and specific matrix storage format to reduce the consumption of hardware
resources. Figure 2 gives the top-level design of the overall design scheme, which
is divided into four modules, namely, the raw keys normalization module, the data
mapping module, the LLR initialization module, and the iterative decoding module.
Since the latter module needs to use the computation results of the previous module,
the four modules are carried out in a serial structure. The overall throughput depends
on the module with the slowest computation speed. The following section describes
the FPGA implementation of the four modules in detail and deduces the theoretical
throughput of our scheme.

4.1 Raw keys normalizationmodule

This module needs to construct the vector of d elements from X and then, normal-
ize each d-dimensional vector x′ = X ′/

∣
∣X ′∣∣. This solution uses eight-dimensional

reconciliation to process eight data in parallel when executing square and division
operations, and performs two-by-two addition in parallel when executing accumula-
tion. The total number of floating-point IP cores required is eight multipliers, seven
adders, one square root, and eight dividers. A total of six clocks is required to complete
a single calculation. Taking four-dimensional reconciliation as an example, its logical
structure of the raw keys initialization module is shown in Fig. 2a.

Since this module and the followed data mapping module and LLR initialization
module have less computation and require multiplication, logarithm, and exponential
operations, thus 32-bit floating-point numbers are adopted for these modules. In order
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Fig. 2 Schematic diagram of the logic structure of the sender module. a The logic structure of raw keys
normalization module. Here, we take four-dimensional reconciliation as an example. b The logic structure
of iterative decoding module, which contains three computation modules and four storage modules. The
Node_Process module executes Eqs. (5), (6), and (7)

to save LUT resources, the floating-point IP cores used are all implemented using
DSP.

4.2 Datamappingmodule

As mentioned in the previous section, the task to be performed by the data mapping
module of the sender is: (1)Calculate the rotation functionM ′ using theα received from
Bob; (2) Calculate v usingM ′ ·x′ = v. These calculations require amatrix family [20].
Take the matrix family A4 as an example, which contains four fourth-order matrices:

A1 =

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞

⎟
⎟
⎠

, A2 =

⎛

⎜
⎜
⎝

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

⎞

⎟
⎟
⎠

, (8)
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A3 =

⎛

⎜
⎜
⎝

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

⎞

⎟
⎟
⎠

, A4 =

⎛

⎜
⎜
⎝

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

⎞

⎟
⎟
⎠

. (9)

From the expression of A4, we can find that the four matrices have fewer nonzero
elements 1 and −1, and their positions do not overlap each other. Therefore, the
nonzero elements of these four matrices can be recombined to form a new fourth-order
matrix:

A′
4 =

⎛

⎜
⎜
⎝

1 −1 −1 −1
1 1 1 −1
1 −1 1 1
1 1 −1 1

⎞

⎟
⎟
⎠

(10)

Similarly, in the eight-dimensional reconciliation, the matrix familyA8 consists of
eight eighth-order squares with only eight nonzero elements in each matrix, and all
nonzero elements can also form a new eighth-order matrix:

A′
8 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 −1 −1 −1 −1 −1 −1 −1
1 1 1 −1 1 −1 −1 1
1 −1 1 1 1 1 −1 −1
1 1 −1 1 1 −1 1 −1
1 −1 −1 −1 1 1 1 1
1 1 −1 1 −1 1 −1 1
1 1 1 −1 −1 1 1 −1
1 −1 1 1 −1 −1 1 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(11)

Taking advantage of this feature of thematrix family can greatly simplify operations
on FPGAs. When performing matrix calculations, only nonzero elements need to be
operated, so the number of IP cores needed is reduced to 1/8. Further, because there are
only 1 and−1 in the nonzero elements,we can convert themultiplication operation into
an inverse operation. In other words, if the nonzero element is 1, no multiplication is
required; if the nonzero element is −1, multiplication can be converted to subtraction.
In addition, the accumulation of the eight matrices is equivalent to integrating the
nonzero elements into one matrix since the positions of the nonzero elements of the
eight matrices do not overlap each other. So, we need not perform floating-point
addition, which can save a lot of hardware resources.

4.3 LLR initializationmodule

The function to be implemented for thismodule corresponds toEq. (4),which estimates
the initial probability distribution with variable nodes of 0/1 using the data obtained in
the previous stage, |X|, |Y |, and v. A total of four multipliers, two dividers, two sub-
tractors, and one exponential operation IP core are required to calculate the probability
density function of the Gaussian distribution using IP cores. In the eight-dimensional
reconciliation, eight LLR initialization modules are instantiated at the same time, and
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the LLR is processed in parallel to maximize throughput. After getting the LLR, the
32-bit floating-point number is converted to the fixed-point number and enters into the
iterative decoding module.

4.4 Iterative decodingmodule

The function of this module is to realize the node processing and judgment process of
the layered sum-product decoding algorithm,which involves complex calculations and
requires several iterations, so that the throughput of thismodule is bottleneck to restrict
the throughput of multidimensional reconciliation process. We have implemented a
high-speed decoder for irregular LDPC codes [41] and successfully applied it to slice
reconciliation [29]. By optimizing and improving the iterative decoding algorithms,we
make it applicable to MET-LDPC codes. The logic structures of the iterative decoding
module are shown in Fig. 2b. Firstly, the parallelism is modified according to the needs
of the multidimensional reconciliation process. Then, the calculation is deferred to
fixed-point numbers, which can save both LUT and storage resource saving compared
to 32-bit floating-point numbers. Finally, the storage scheme is optimized according to
the characteristics of the check matrix. When caching Mji , only the values are stored
sequentially without storing the number of rows. When storing the check matrix, only
the number of columns of its nonzero elements are stored row by row, and the rows are
swapped according to the change of the number of columns, that is, when the number
of the latter column stored is smaller than the previous one.

4.5 Throughput

In the sender module, the four submodules are pipelined, so the total throughput
depends on the module with the slowest computational speed. Therefore, the over-
all throughput is approximately equal to the throughput of the iterative decoding
algorithm. It can be approximated as

T ≈ f · q
(1 − R) · Nrn · Niter

(12)

≈ f · L
Nmn · Niter

(13)

where f denotes the clock frequency of the FPGA chip, q denotes the expansion factor
in matrix expansion, Niter denotes the number of iterations in iterative decoding, Nm

denotes the average value of nonzero elements in each row of the base matrix, and
Nmn denotes the total number of nonzero elements in the base matrix.

5 Results of simulation and hardware implementation

The block length of parity check matrix has a great influence on the performance of
information reconciliation such as frame error rate and throughput and so on. The

123



  362 Page 10 of 14 S. Yang et al.

Fig. 3 Decoding performance
under different SNRs.
Reconciliation efficiency, frame
error rate and the average
number of iteration all decreases
as SNR increases

Table 1 Some parameters in our
hardware acceleration scheme

Parameters Values Parameters Values

f 100 MHz Nrn 3.7

R 0.1 Nmn 33,375

q 16 β 93.4%

L 160,000 RFE 19%

Niter 50 T 9.6 Mbps

challenge of FPGA-based hardware acceleration is the very limited on-chip storage
resources. Shortening the code length is the straightforward way to reduce the amount
of required storage resources. To this end, we construct a series of matrices with
different code length such as 1×105, 1.6×105, 5×105, and 1×106. After simulation
tests, the code length of 1.6 × 105 is chosen, and no significant degradation of the
decoding performance is observed. By first constructing a base matrix with a code
length of 1× 104 using the random construction algorithm and using the quasi-cyclic
expansionwith an expansion factor of 16, the checkmatrixwith code length of 1.6×105

was constructed.As shown in Fig. 3, the decoding performance of thematrixwas tested
with the SNR from 0.155 to 0.165.When the SNR is less than 0.165, the reconciliation
efficiency can reach above 90%. It is noted that both the frame error rate and the average
number of iterations decrease with the increasing SNR.

Compared with the two previous works [26, 27], the code length in our work is
effectively shortened. Since the number of nodes in LDPC codes is linearly related to
the code length, shortening the code length can play a role in reducing the computa-
tional effort. In addition, we use the random construction algorithm to construct the
check matrix that has better decoding performance in comparison with Progressive
Edge-Growth (PEG) algorithm [42] when the code length is very longer [43].

To test the designed scheme, we use Xilinx VC709 evaluation board for simula-
tion and implementation. The parameters in our scheme are shown in Table 1. The
constructed MET-LDPC code has a code rate R of 0.1, which can support CV-QKD
systems above 50km of key distribution. The quasi-cyclic expansion factor q is 16,
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Table 2 Hardware resource consumption of the whole sender module ant its four submodules

Module LUT BRAM (Kb) DSP

Raw keys normalization 9676 (2.23%) 0 30 (0.83%)

Data mapping 25,640 (5.92%) 0 256 (7.11%)

LLR initialization 85,960 (19.84%) 0 456 (12.67%)

Iterative decoding 13,817 (3.19%) 15,822 (29.90%) 96 (2.67%)

The whole project 134,852 (31.13%) 15,822 (29.90%) 838 (23.28%)

and this parameter determines the parallelism of iterative decoding, and increasing
q can further improve the throughput. The final achieved reconciliation efficiency is
93.4%, and the frame error rate is 19% under SNR of 0.16. The throughput can reach
9.6 Mbps, which is was improved by two orders of magnitude in comparison with
37.4kbps where the algorithm is executed on an Intel i7-9700K CPU.

The board we chose is populate the Virtex-7XC7VX690T FPGA with 433,200
LUTs, 52,920Kb BRAMs, and 3600 DSPs. Table 2 shows the quantity and proportion
of hardware resources occupied by the whole sender module and its submodules. The
first three submodules all call floating-point IP cores to perform calculations, and the
instantiated IP cores preferentially use DSPs instead of LUTs, so there is a greater
demand for DSPs. In addition, the three submodules do not need to cache data, so no
BRAM are consumed. Table 2 also shows that the module with the highest resource
consumption is LLR Initialization, this is because the table shows the total amount
needed for eight LLR initialization modules to be processed in parallel, the number
of LUTs and DSPs required for a single LLR initialization module is 10,745 and 57,
respectively. Table 2 also shows that the whole project of the sender module consume
less than on-third of the total hardware resources, providing the potential for further
performance improvements.

In our scheme, the achieved throughput is sufficient for our CV-QKD prototype
with system clock rate of 10MHz. In principle, we can increase the value of q or
instantiate two sender modules to improve the throughput at the cost of hardware
resources consumption. For example, when increasing q to 256, the throughput can
be improved to be 153.6Mbps and the hardware resources of our FPGA chip can meet
the demand. In contrast, the throughput of GPU-based multidimensional information
is 64.11Mbps with code rate R of 0.1 [27].

6 Conclusion and outlook

We design and implement a high-speed multidimensional reconciliation sender mod-
ule based on FPGA and achieved a throughput of 9.6Mbps. Recently, this information
reconciliation module has been exploited to realize a real-time data post-processing in
our CV-QKD prototype with system clock rate of 10 MHz. Notice that, the hardware
resources consumed in this paper are less than 32% of the total resources, leaving
adequate space for further performance improvement. In principle, the throughput can
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be doubled by instantiating two sender modules on the FPGA chip, and the throughput
can be further improved by increasing the parallelism of iterative decoding, etc. Cur-
rently, integrated photonic technology is progress rapidly [44, 45], and some research
teams have tried to implement the sender and receiver of CV-QKD using silicon pho-
tonic chips [46, 47]. To realize an overall integration, the information reconciliation
module must also be able to be integrated and miniaturized. The advantages of easy
integration and low power consumption of FPGAs make it a very competitive candi-
date. Therefore, our results are useful to the overall integration and miniaturization of
CV-QKD systems.
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