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Efficient quantum memory for light
Morgan P. Hedges1, Jevon J. Longdell2, Yongmin Li3 & Matthew J. Sellars1

Storing and retrieving a quantum state of light on demand,
without corrupting the information it carries, is an important
challenge in the field of quantum information processing.
Classical measurement and reconstruction strategies for storing
light must necessarily destroy quantum information as a con-
sequence of the Heisenberg uncertainty principle. There has been
significant effort directed towards the development of devices—
so-called quantum memories—capable of avoiding this penalty.
So far, successful demonstrations1–6 of non-classical storage and
on-demand recall have used atomic vapours and have been limited
to low efficiencies, of less than 17 per cent, using weak quantum
states with an average photon number of around one. Here we
report a low-noise, highly efficient (up to 69 per cent) quantum
memory for light that uses a solid-state medium. The device allows
the storage and recall of light more faithfully than is possible using
a classical memory, for weak coherent states at the single-photon
level through to bright states of up to 500 photons. For input
coherent states containing on average 30 photons or fewer,
the performance exceeded the no-cloning limit. This guaranteed
that more information about the inputs was retrieved from the
memory than was left behind or destroyed, a feature that will
provide security in communications applications.

A quantum memory for light is a device that reversibly maps the
quantum information in a light field to the quantum state of a material
system, making possible its recall on demand. The basic role of the
memory is to allow the synchronization of different processes in
quantum information applications. By avoiding measurement of the
input state, a quantum memory may circumvent the Heisenberg
uncertainty principle, preserving delicate quantum information that
would otherwise be destroyed. Preserving this information is of fun-
damental importance for quantum information applications.

The first demonstration of a one-way mapping of light onto a
material more faithfully than can be achieved classically was demon-
strated in 20047. Since then, there have been a number of demonstra-
tions of quantum memory processes with on-demand retrieval. The
quantum nature of these memories was shown by characterization
using coherent input states3 and by the preservation of quantum
behaviour for non-classical inputs1,2,4–6. The highest reported recall
efficiency of these demonstrations was 17% (ref. 5). In addition,
high-fidelity light–matter interfaces with potential for on-demand
recall have been recently demonstrated using solid-state media8.

For practical quantum information applications such as quantum
networks, the development of memories with substantially higher
efficiencies will be necessary to allow long-distance (for example
.1,000 km) quantum communication to occur with practical trans-
mission rates9. Furthermore, attaining an efficiency of 50% repre-
sents a fundamental benchmark that is critical for many applications.
An efficiency above 50% is a necessary condition for a memory to
operate within the no-cloning regime without post-selection10, and

it is the level at which error correction protocols that counter qubit
loss become available in linear-optics quantum computing11.

Quantum memory schemes form a subset of coherent optical
memory techniques, that is, techniques that preserve conjugate vari-
ables of their inputs. A quantum memory is a coherent memory that
performs well enough to preserve quantum information of an
unknown state. Coherent techniques include electromagnetically
induced transparency12, off-resonance Raman interaction13, the use
of atomic frequency combs8 and gradient echoes14. So far, the highest
reported efficiency for a coherent memory is 45% (refs 15, 16). We
make no distinction here between continuous- and discrete-variable
storage, as the linearity of these techniques means they may work
equally well for both, and indeed a quantum process is completely
characterized by its effect on the set of coherent states3.

These coherent memory techniques involve mapping the state of the
light onto ensembles of absorbers. They have been implemented in
warm atomic vapours, ultracold atomic gases and rare-earth ions
doped into crystals. These systems are related in their use of high
optical dispersion and, thus, in their requirement of a high spectral
density of absorbers. The optical transitions of rare-earth ions in solids
can satisfy these criteria owing to their high degree of isolation from
their environment. These ions maintain long coherence times both for
their optical17 and spin18 transitions even when closely packed in a
solid. As a result, some of the highest efficiencies16, as well as the longest
storage time yet reported18 for any of these coherent memory tech-
niques, have been realized using such ions. These recent achievements
are in part attributable to the extensive investigations into rare-earth-
doped crystals for classical information storage and processing19.

The optical gradient-echo memory14,20, the optical analogue of the
gradient echo used in nuclear magnetic resonance, is also referred to
as a ‘longitudinal’ variant of controlled reversible inhomogeneous
broadening21. An optical gradient echo is a linear process capable of
multimode storage with efficiencies approaching 100%, and is
extendable to a lambda system to obtain long-term storage in spin
states22,23. The scheme has been shown to remain linear down to the
single-photon level24. It is theoretically predicted to be noise free;
however, until now the scheme’s low noise has not been verified
experimentally. An important advantage of a gradient-echo memory
over other coherent memories is that it is not necessarily limited in
bandwidth by hyperfine structure25.

Echo techniques such as this may be understood in terms of the
reciprocal nature of coherent absorption and emission. To absorb an
incident radiant pulse, absorbers in an optically thick medium may
be thought of as radiating an equal-but-opposite cancelling pulse,
such that the net radiation leaving the medium is zero. Echo tech-
niques reverse the evolution of these absorbers to recreate the con-
ditions of absorption, such that the medium re-emits this cancelling
pulse in the absence of the original. Situations can be engineered14,21,26

in which this ‘echo’ contains all the information of the original pulse.
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In a gradient echo, the evolution of the absorbers is controlled
using an externally applied field. An initial, spectrally narrow absorp-
tion feature is detuned as a linear function of propagation depth (a
detuning ‘gradient’) to effectively create a broad feature. An echo of
radiation absorbed by this broad feature is created by reversing the
detuning gradient, effectively reversing the relative evolution of the
absorbers. The spectral profile of the initial feature is crucial to per-
formance, with efficiency and storage time scaling with its spectral
sharpness and optical thickness.

Initial demonstrations of an optical gradient echo used persistent
spectral hole-burning to create a narrow feature in the broad inhomo-
geneous lines of Eu31:Y2SiO5 (ref. 20) and Pr31:Y2SiO5 (ref. 14), with
the detuning gradient created using the linear Stark shift and an elec-
tric field gradient. A similar experiment was recently performed at
telecommunication wavelengths using Er31:Y2SiO5 (ref. 24). Other
recent demonstrations have used a Raman feature in warm rubidium
vapour and the linear Zeeman shift23. This system was also used to
demonstrate coherent pulse sequencing and manipulation27.

In the present work, we solve the major problem faced in early
experiments14,20, that of creating a highly absorbing, yet spectrally very
sharp, absorption feature in a highly transmissive spectral window. We
do this by using novel hole-burning techniques and a long, lightly
doped Pr31(0.005%):Y2SiO5 single crystal. Furthermore, we select
for ions with the same sign and magnitude of Stark shift as is necessary
for a pure gradient-echo protocol and high efficiency28. Using this
improved spectral feature and quantum-noise-limited, phase-sensitive
detection, we are able to measure the noise characteristics of the
gradient-echo process for both weak and bright coherent inputs, in
the high-efficiency regime.

The experiment is shown in Fig. 1. It was carried out on the
3H4 « 1D2 605.98-nm optical transition of praseodymium ions in
Pr31:Y2SiO5. The crystal was excited both along its length and from
the side with light from a highly stabilized dye laser (linewidth,
,1 kHz). Light incident along the length of the crystal was measured
using balanced heterodyne detection. The side excitation beam
(Supplementary Information) was used to create a spectral feature

with 140 dB peak absorption and 140 kHz width within the a 14-mm
length of crystal, with average background levels of 0.1 dB on the
low-frequency side and 2.5 dB on the high-frequency side. An
absorption spectrum of a pulse transmitted through this feature
shows some of its properties (Fig. 2b), although this measurement
is limited in its dynamic range. Figure 2c shows the same measure-
ment when a 120-V potential applied to the front and back electro-
des has broadened the feature to 1.6 MHz, representing the memory’s
bandwidth. The polarity of the Stark shift, selected through hole-
burning, and of the field gradient, was such that the ions towards
the input side of the crystal were detuned to higher frequency,
whereas those towards the output were detuned to lower frequency.

Temporally Gaussian pulses of coherent light with an intensity
full-width at half-maximum of 0.6 ms were absorbed by this broa-
dened feature and then recalled by switching the electrodes to 220 V
in ,150 ns. The measurements presented in Fig. 2 indicate that the
storage was 69 6 2% efficient, measured on the basis of pulse energy,
after storage for 1.3 ms. After a storage time of 2.6 ms, the efficiency
was found to be 45 6 2%, indicating a decay time for the storage of
3 ms, although the decay is not strictly exponential owing to the non-
Lorentzian initial feature. The echo efficiency was found to be highly
sensitive to the spectrum of the initial feature, but only to its low-
frequency side. This is expected, as the depth–detuning correlation in
a gradient echo means that only one side of the optically thick feature
interacts with the light25.

An established theoretical model14 based on the Maxwell–Bloch
equations, modified to include the inhomogeneous line shape of the
initial feature (Fig. 2b), was used to simulate the echo amplitude and
found to be in good agreement with that observed. The initial feature
was modelled as that from a 14-mm-long interaction region with a
spectral profile given by a 140-kHz-wide ‘top-hat’ distribution con-
volved with a Lorentzian of half-width 12 kHz at the edges. The peak
absorption was ,100 dB cm21 and the background absorption
was 0.06 dB cm21 on the low-frequency side and 1.8 dB cm21 on
the high-frequency side. The electric field used in the simulation
(Fig. 1, inset) was that determined from a finite-element model of

Dye
laser

Probe

Burn-back

Double-pass AOM 2

Double-pass AOM 1

–8
–0.5 0.0 0.5

–6

–4

–2

0

2

4

6

E
le

ct
ric

 fi
el

d
 (V

 c
m

–1
)

Propagation depth (cm)

14 mm

8

Homodyne/
heterodyne
detection

14 mm

V3

V4

V2V1

A
O

M
A

O
M

A
O

M
A

O
M

A
O

M
A

O
M

A
O

M
A

O
M

Local oscillator

Figure 1 | Experimental set-up. Light from a highly stabilized dye laser,
gated by acousto-optic modulators (AOMs), is directed at a 2-cm-long
Pr:Y2SiO5 crystal mounted between Teflon plates, surrounded by four
copper block electrodes with holes to allow the beams through. The crystal
and holder are held in a liquid helium cryostat at 3 K. The memory is
prepared by first burning a spectral trench over the full length of the crystal
using the forward beam, then burning back a feature in the central 14 mm
using a beam from the side. This side excitation avoided propagation effects
and allowed the feature to be created only in the centre of the crystal, where

the electric gradient field was monotonic. Inset, the component of the
electric field along the propagation axis as determined by finite-element
modelling of the holder, including the dielectric constant of the crystal and
its Teflon mount. The shaded region represents the length over which the
feature was created. The field gradient was created by grounding V3 and V4

and applying 20 V to V1 and V2. The gradient was switched by changing this
to 220 V. V3 and V4 were used in the preparation sequence, as described in
Supplementary Information.
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the crystal and sample holder. The absorption spectrum of the broa-
dened feature (Fig. 2b) was not shaped like a top hat in profile, owing
mainly to the nonlinear field gradient. The asymmetry of the mea-
sured broadened feature was due to real variations in the peak
absorption along the length of the crystal, a characteristic that was
not accounted for in the simulation.

To measure the noise performance of the memory, we repeated the
experiment 5,000–10,000 times with different input intensities cor-
responding to pulses with photon number expectation values, ÆNæ, of
between ,1 and ,104. Homodyne quadrature measurements were
made on the input and retrieved modes while the relative phase of the
local oscillator was allowed to vary between 0 and 2p. We measured
this phase using relatively intense reference pulses offset in frequency
by 22.5 MHz, before and after each measurement, with a precision of
30 mrad. Slow classical intensity fluctuations of the laser caused
0.05% noise in the input and retrieved modes, contributing noise
of ,0.1% in units of the vacuum-state variance relative to the mean
photon number in the mode. This became significant for states with
ÆNæ . 100. To avoid noise due to electrical pickup in the detectors
caused by the fast-switching electric field, a storage time of 1.6 ms was
used for these measurements, and in this case an efficiency of
61 6 2% was observed. Representative examples of this data are
shown in Fig. 3a–d.

We fitted the data to a general normalized mode of the electric field
with quadrature expectation value at measurement phase h given by
ÆXhæ 5 X0sin(h 2 h0) and variance given by29

Vh~Vxsin2(h{h0)zVpcos2(h{h0){Vxpsin2(h{h0)

The parameters for amplitude, X0; phase, h0; amplitude variance, Vx;
phase variance, Vp; and noise cross-coupling, Vxp; and their uncer-
tainties, were found for each data set by maximum-likelihood
estimation, using an adaptive Metropolis algorithm30 and assuming
Gaussian noise. The parameters of the state directly after the sample
were calculated by accounting for losses due to optical attenuation,
detector inefficiency and mode mismatch (total 41%), as well as
electrical noise due to the detectors and electrical pickup from the
field switch. The four input states were found to have respective
photon numbers ÆNæ < jX/2j2 5 4, 30, 500 and 19,000.

Figure 3e–h shows the additional variance, V h
add, introduced by the

memory process as a function of h, in units of the vacuum-state
variance. To account for a significant level of classical noise in the
larger (ÆNæ 5 500 and 19,000) input states, the noise levels of the
retrieved states were compared with that of the input after its classical
noise had been attenuated by the memory efficiency. Specifically, the
expected variance is V h

att~gV h
inz1{g, where V h

in is the variance
measured for the input state and g is the memory efficiency. For
the two lower-intensity states, this correction was insignificant and
not required. The memory’s effect on the input can be compared with
two relevant benchmarks for the preservation of conjugate amplitude
quadratures: the performance of a classical memory based on ideal
measurements, and that of an ideal 1 R 2 cloning device10. In terms
of the added variance, it can be shown that a coherent memory will
perform better than the first benchmark if V h

addƒ2g and better than
the second if V h

addƒ2g{1, for all h (Supplementary Information).
From Fig. 3, it is seen that the ÆNæ 5 4 and ÆNæ 5 30 states were

retrieved with the addition of less noise than allowed for by the
classical and no-cloning limits, over all phases. The ÆNæ 5 500 state
shows little added noise in the amplitude quadrature; however, ,0.5
units in the phase quadrature have been introduced. This state was
stored and recalled more faithfully than in the classical limit, but it
is not clear whether it was in the no-cloning regime. The data on
the ÆNæ 5 19,000 state also do not indicate added noise in the ampli-
tude quadrature, but do show 18 vacuum units added to the phase
quadrature. For this state, it is clear that the storage is worse than in
both limits. As with the ÆNæ 5 500 state, the added noise in the phase
quadrature is dominant. The additional variance observed in the
phase quadrature seems to be linear in ÆNæ with a constant of pro-
portionality of 1023. It is consistent with a slight distortion of the
large pulses used as phase references varying over the course of these
measurements as a result of spectral hole-burning.

The simulated results are in good agreement with the observed
echoes, and it is therefore reasonable to use the model to consider
optimizing the memory’s efficiency. Increasing the interaction length
of the crystal to 4 cm, with no other change, is predicted to increase
the efficiency of the first retrieved pulse to 88%. Increasing the length
of the crystal beyond 4 cm will begin to decrease the efficiency owing
to increasing background absorption. Improvements in the prepara-
tion sequence should potentially reduce this background by an order
of magnitude. In the case of negligible background absorption, the
model predicts that efficiencies approaching 96% could be achieved
with sample lengths greater than 10 cm. In this regime, the efficiency
is limited by the spontaneous lifetime of the optical transition and the
finite duration of the stored pulse. Further increases in efficiency and
the time–bandwidth product are predicted to require the storage of
shorter pulses and, thus, greater memory bandwidth. The prospects
for achieving this are discussed below.

In the current implementation, the maximum bandwidth achievable
is limited by the hyperfine structure to ,10 MHz. This is because spec-
tral hole-burning cannot be used to create a good transmissive window
that is wider than the smallest splitting between hyperfine levels. This
limitation may be removed by reducing the inhomogeneous broaden-
ing in the crystal to below the level of the hyperfine splittings. In this
case, the highest or lowest energy transition among the levels will have a
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Figure 2 | Efficiency and spectral measurements. Measured and simulated
data showing the obtained echoes and the corresponding absorption spectra.
The simulations were based on Maxwell–Bloch equations. The input pulse
was calibrated by measuring the transmission of a pulse through the
transmissive spectral trench before every experiment. This trench was
measured to be ,2% absorbing using separate measurements with the laser
far off resonance. The uncertainty in this measurement is taken into account
in quoted efficiencies. a, Input and retrieved pulses. The field begins
switching at t 5 1.4 ms for the first retrieved pulse and at t 5 2.0ms for the
second. In the case of no field switch, 97% of the input pulse energy is
absorbed. b, Absorption spectrum of the prepared feature measured by
transmission of a short pulse. The dynamic range of the measurement was
insufficient to resolve the peak absorption of the feature, which was
confirmed by independent measurements on shorter interaction lengths to
be 100 dB cm21. The black dotted trace represents a perfect measurement of
the feature used in the simulations. c, Absorption spectrum when the field
was not switched to retrieve the pulse, that is, with 20 V applied to the end
electrodes. The Stark shift of the ions is such that their resonant frequency is
negatively correlated with their depth. This means that the higher-frequency
side of this spectrum is due to ions towards the input end of the crystal and
that the low-frequency side is due to those towards the output end. The
simulation used the electric field determined in the inset of Fig. 1.

LETTERS NATURE | Vol 465 | 24 June 2010

1054
Macmillan Publishers Limited. All rights reserved©2010



completely free transmissive window on its higher-frequency or,
respectively, lower-frequency side. A gradient-echo memory could take
advantage of this essentially semi-infinite window because the correla-
tion between propagation depth and frequency may be used to hide the
remaining hyperfine structure, which will be entirely on the higher-
frequency (or lower-frequency) side of the initial feature. In this case,
in which the hyperfine splittings are greater than the inhomogeneous
broadening, the memory bandwidth and efficiency are limited only by
the optical depth of the transition and the magnitude of the Stark (or
other detuning) gradient that can be applied.

Such a hyperfine-resolved spectrum will also greatly simplify the
implementation of long-lived spin storage of the light. In the present
experiment, the memory storage time is limited by the short coherence
time of the high-energy electronic transition used. Long-lived storage
is achieved by transferring the information in the optical transition to
a ground-state transition associated with long-lived nuclear spin. This
adds a constraint that the optical transitions of the ions in the initial
ensemble be between particular hyperfine levels22. In crystals with high
inhomogeneous broadening, this significantly reduces the number
and spectral density of ions that can be used and, hence, the efficiency
of the memory. In comparison, for a crystal with resolved structure
every ion in the crystal could be optically pumped into the same
hyperfine ground state. In this situation, the potential efficiency of
the long-lived spin storage (three-level) memory will be the same as
for the electronic storage (two-level) memory, and may approach the
theoretical limits of both as every ion in the crystal may contribute to
the storage.

There is a realistic prospect of achieving such low inhomogeneous
broadening and at the same time increasing the optical depth
through the use of isotropically pure, stoichiometric rare-earth crys-
tals such as EuCl3?6H20 (ref. 25). The much greater optical depth and
absence of structural-bandwidth limitations in such materials pro-
mises much greater efficiency and higher multimode capacity than in

the implementation here. Furthermore, the spin storage times in
EuCl3?6H20 are predicted to be significantly longer than the 2.3-s
storage time demonstrated using electromagnetically induced trans-
parency in Pr31:Y2SiO5 (ref. 31). With realistic material improve-
ments along these lines, using a gradient echo with spin storage22,23, it
should be feasible to achieve the stringent requirements for a prac-
tical quantum memory, with multimode storage on the timescale of
seconds, .90% efficiency and .1-GHz bandwidth9.
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