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Determination of an ultra-low mean photon number is an important issue, either for precise optical measurement or understanding the interaction between individual atoms and photons inside an optical cavity. By utilizing a homemade balanced optical heterodyne detection system, the cw minimum measurable power of 3.6 fW has been reached, whereas the minimum mean photon number of $\langle n \rangle = 0.0014$ in our micro-cavity with finesse of $2 \times 10^5$ and optical length of 48 µm can be realized.

PACS: 42.79.-e

Optical heterodyne detection (HD) has been widely used in various fields due to its ultra-sensitivity, such as optical measurement (for example, gravity-wave detection [1]), communication, [2] laser spectroscopy, [3] optical image, [4] memory, [5] and optical material research, [6] etc. It is also used in quantum optics for the measurement of quantum states, [7] the single-shot phase of a single-mode pulse, [8] quantum noise measurement, [9] etc. On the other hand, measurement of an ultra-low optical field, which can be helpful to understand the optical losses or to monitor the atom-field interaction process in real time, [10] is not a trivial problem. In this Letter, we report the measurement ultra-low optical power with a homemade balanced optical heterodyne detection. The cw minimum measurable power of 3.6 fW has been reached, which corresponds to the minimum mean photon number of $\langle n \rangle = 0.0014$ in our super-microcavity with finesse of $2 \times 10^5$ and optical length of 48 µm.

The basic idea of balanced HD is to apply a strong local beam to amplify the weak signal. The amplitudes of signal and local beams on the beam splitter can be written as $V_s = \sqrt{I_s} \exp[i(\omega_0 t + \varphi_s(t))]$ and $V_{LO} = \sqrt{I_{LO}} \exp[i((\omega_0 + \Delta \omega) t + \varphi_{LO}(t))]$, $\omega_0$ is the frequency of signal. $I_{LO}$, $I_s$ and $\varphi_{LO}(t)$, $\varphi_s(t)$ are the intensities and the phases of the local and signal beams, respectively; $\Delta \omega$ is the frequency difference between them. By assuming $\varphi(t) = \varphi_{LO}(t) - \varphi_s(t)$, the subtraction output of the two detectors can be expressed in the form of

$$i(t) = \sqrt{I_s I_{LO}} \cos(t \Delta \omega + \varphi(t)), \quad (1)$$

where $\varphi(t)$ is the phase difference between the signal and local beams, which fluctuates due to the mechanical vibration and air flowing in the actual experiments. However, this fluctuation of optical length difference does not significantly affect the beat note signal ($BN$) at $\Delta \omega$ since the vibration of the phase difference is very slow compared with the frequency of 80 MHz, where we have made the measurements. It is well known that the typical frequency of mechanics is 1 kHz. If we assume the optical length changes $2\pi$ with a sine wave, the calculation shows that the influence on beat note signal is less than $10^{-4}$, which is negligible. Equation (1) can be given in the frequency domain as

$$i(\omega) = \sqrt{I_s I_{LO}} \delta(\omega - \Delta \omega). \quad (2)$$

The $BN$ (in units of dB) at frequency $\Delta \omega$:

$$BN \propto 0.5 \log_{10} I_s + 0.5 \log_{10} I_{LO}, \quad (3)$$

which is linear with denary logarithm of the signal power.

Figure 1 shows the experimental setup. The single-mode cw external grating feedback diode laser (SDL-5412), operated at 848 nm, is temperature controlled within 0.005 deg. An optical isolator with 40 dB of isolation is used after the collimated and reshaped beam. An electric optical modulator (Linus LM 0202) is used as an amplitude modulator for balancing the two arms of the HD at the frequency at which we obtain the beat note signal. A polarization beam splitter creates two beams: the strong beam is the local oscillator whereas the tiny beam is sent to an AOM (Crystal Technology 3080-122), which is driven by an rf synthesizer at 79.9 MHz, yielding a very weak frequency-up-shifted
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light as the signal beam. The local beam and the signal beam combine on the 50/50 beam splitter.

The half-wave plates on the optical path are used to control the intensity and polarization of the beams. D1 and D2 (Hamamatsu S5972) are a pair of home-made photo-detectors and the rf amplifiers collect the light emerging from the two ports. The difference of their photocurrents provides the beat note signal, which is proportional to the intensity of the signal beam. The beat note signal is measured by a spectra analyser (Agilent-E4411B).

Fig. 1. Experiment setup. SDL: SDL diode laser; C: collimator; OL: optical isolator; HP: half-wave plates; PBS: polarization beam splitting cube; EOM: electro-optic modulator; AOM: acoustic-optical modulator; BS: beam splitter; D1 and D2: photodetectors; SA: spectrum analyser.

Fig. 2. Common mode rejection at 79.9MHz. Solid: single-arm signal; dotted: double-arm signal.

In order to improve the spatial mode-matching between the signal and local beams, a piezoelectric transducer is used to scan the phase of the signal and to optimize the overlap efficiency by measuring the visibility of interference between signal (zero-order of the AOM) and local beam. The measured interference visibility is about 85%. An rf amplitude modulation at 79.9 MHz drives the optical modulator and we show the result of common mode rejection of the balance detection in Fig. 2. The solid line represents the signal when one of the beams to the photo-detector is blocked (single-arm signal) and the dotted line represents the signal when both arms are unblocked (double-arm signal). It is clear that the common mode rejection is about 40 dB at 79.9 MHz and in this case the technical noise of the local light can be dramatically suppressed.

The total heterodyne efficiency is limited by the quantum efficiency of the detector and the overlap efficiency and it can be determined by the following expression in experiment:

$$\varepsilon = D \frac{E_{\text{phot}}}{P_t} B,$$

where $D$ is the power ratio of the beat note power in the calibrating beam to the power in the shot noise for photo-current, $B$ is the detection bandwidth in units of Hz, $E_{\text{phot}}$ is the energy of single photon at the measured wavelength (848 nm), and $P_t$ is the signal power; 37% of heterodyne efficiency in our experiment is obtained. Figure 3 shows a typical beat note signal where the signal is 69 nW and the local power is 2.8 mW, at which the power supply to the photo-detectors is about 3 dB of the shot noise over the electronic noise in the difference photocurrent around 80 MHz. The dotted line represents the electronic noise and the dashed line denotes the shot noise of the local light whereas the solid line is the beat note signal.

Fig. 3. Beat note level at 69 nW of signal power and 2.8 mW of the LO power with the measured central frequency 79.9 MHz, resolution bandwidth (RBW) 10 kHz and video bandwidth 100 Hz. Solid: beat note signal, dashed: shot noise level, dotted: electronic noise level.

We have measured the beat note when we vary the signal from 9 nW to nearly a hundred nanowatts. Figure 4 is the normalized beat note signal (zero dB corresponds to the shot noise of the local beam) versus the signal power. Obviously, the beat note power is proportional to the signal. The fit line gives

$$BN = 52.6 + 9.67 \times \log_{10} P_{\text{signal}},$$

where $BN$ is the beat note power in units of dB, and $P_{\text{signal}}$ is the input signal in units of nanowatts. It
gives the minimum measurable power based on our system, 3.6 fW, corresponding to $SNR = 1$ (0 dB in Fig. 4). Theoretically, the minimum power detected is \[ (P_{\text{min}}) = h \nu B / \eta_q, \] (6)

where $h$ is Planck's constant, $\nu$ is the laser frequency, $B$ is the bandwidth, and $\eta_q$ is the quantum efficiency of the photo-detectors. The minimum detected power in an ideal case given by Eq. (6) is 3.1 fW. The discrepancy is most likely due to the imperfection of the overlap between the local and signal beams and the residual electronic noise.
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**Fig. 4.** Beat note power versus signal power. The fitted line is obtained by $BN = 52.6 + 9.67 \times 10^6 P_{\text{signal}}$, which gives the minimum detectable power of 3.6 fW.

The system can be used to measure the very weak light field and very low mean photon number in a super-microcavity. The way to do this is to put a super-microcavity on the signal path (dashed box shown in Fig. 1) and the transmission of the cavity is as the signal beam. We have built such a cavity with supermirrors (Research Electro-Optics, Inc.). The length of the cavity is fixed by direct measurement of the free spectra range and it gives $l = 48 \mu m$. Figure 5 shows the measured transmission of the super-microcavity and the cavity finesse of $F = 2.03 \times 10^{-5}$. Thus, the total losses of the end-mirror is $L_2 = T_2 + S_2 = 1.5 \times 10^{-5}$. We assume the extra losses of the mirror are neglectable, and then the transmission of the end mirror is $T_2 = 1.5 \times 10^{-5}$.
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**Fig. 5.** Transmission of the super-microcavity. (a) The free spectra with the range of 0.2744 s (corresponding to $3.08 \times 10^{12}$ Hz) when the cavity is scanned by a triangle wave. (b) Close-up of the transmission peak. The solid line in (b) is the Lorentz fitting with the resulted FWHM of 1.35 $\mu s$ (corresponding to 15.15 MHz). The finesse of the cavity is $F = 2.03 \times 10^{-5}$.

We suppose that the intracavity mean photon number is $\langle n \rangle$, then the output photon flux per second is

\[ M = T_2 \langle n \rangle \frac{C}{2l}, \] (7)

where $c$ is the speed of light in vacuum. The corresponding power is then

\[ P_{\text{out}} = ME_{\text{photon}}. \] (8)

Figure 6 shows the simulated result of the relation between the mean photon number and the beat note power based on our system. The mean photon number can be determined by measuring $P_{\text{out}}$ and the minimum mean photon number corresponding to the above-mentioned minimum detectable power is $\langle n \rangle_{\text{min}} = 0.0014$ based on our super-microcavity and HD system.

![Graph](image)

**Fig. 6.** Intracavity mean photon number versus beat note power based on the system.

In conclusion, we have carried out a balanced heterodyne detection system. The minimum detected
power is 3.6 fW. With this HD system and the super-
microcavity, a detectable intracavity mean-photon-
number of 0.0014 can be reached. This system can be
used for ultra-low light field measurement and mon-
itoring the interaction between individual atoms and
photons in cavity quantum electrodynamical ex-
periments.
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