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Abstract: We report on the novel optimization method to realize highly
uniform microtrap arrays for single atom trapping with a spatial light
modulator (SLM). This method consists of two iterative feedback loops
with the measurements of both diffracted light intensities and in-trap
fluorescence intensities from each microtrap. By applying this method to
the single 87Rb atom trapping, we can reduce the variance of trap depths
from 20.8% to 1.7% for 4× 4 square arrays and less than 4% for various
arrays with up to 62 sites. The detection error of individual single atoms is
also reduced from 1.7% to 0.0054% on average.
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1. Introduction

Single neutral atoms trapped in optical microtraps are an attractive platform for implementing
multi-qubit quantum information processing [1, 2] and studying quantum many-body physics
[3–6]. Their weak interactions in the ground state lead to long coherence time and also provide
an ideal isolated system. The individual atoms with a moderately large spacing can be strongly
correlated via long-range interactions between highly excited Rydberg atoms [7–9]. However,
it is a challenge how to scale up this bottom-up approach to a large scale quantum system.
The arrays of microtraps with high degree of freedom can be now generated using techniques
including acousto-optic deflection [10] and phase-modulation [11–13] of trapping light. The
required conditions for their implementation are realizing arrays with a single atom per site and
also detecting individual atoms in each trap with high fidelity. A common technique for the site-
resolved detection is sub-Doppler cooling by using a homogeneous red-detuned light. However,
poor uniformity of trap depths in arrays increases the detection error due to the variance of
cooling efficiency and the photon scattering rate from each atom.

The advantage of using the holographic method to generate trap arrays is that holograms
corresponding to various trap geometries can be designed, calculated and reconfigured with a
spatial light modulator (SLM), which can be placed in the Fourier plane of an optical system. In
particular, complex geometries, e.g. triangle, honeycomb or kagome arrays with single atoms
are interesting tools for simulating of spin Hamiltonians. To obtain desired arrays of microtraps,
iterative Fourier transform algorithms are used for calculating holograms. The original one is
the Gerchberg-Saxton (GS) algorithm [14], which has higher diffraction efficiency compared
with the other methods such as Generalized Adaptive-Additive method [15] or Mixed-Region
Amplitude Freedom (MRAF) algorithm [16]. The high efficiency is necessary to create multi-
traps with a mK range of trap depths for precooled atoms with temperature of a few tens of µK
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Fig. 1. Schematic of the experimental setup and block diagram of the optimization process. The
trap light at a wavelength of 850nm is reflected by the SLM that can modulate the phase of
the light with the calculated pattern. The light transmitted through a dichroic mirror (DM) is
measured with a CMOS camera. The trap light is strongly focused onto a MOT region by an
aspherical lens operating under the ultrahigh vacuum glass cell. The lens is also used to collect
the fluorescence at 780nm of single atoms. The fluorescence is separated from the trap light by
the DM and detected with an EMCCD camera. We correct the target intensity of the Gerchberg-
Saxton (GS) algorithm by taking the trap light intensities and the in-trap fluorescence intensities.
We then use the corrected target intensity as the input for the GS algorithm, which generates a
new hologram for the next iteration.

range. In a practical optical system, results of the calculated holograms are not uniform due to
real optics and devices. For the optimization of the uniformity of trap depths, iterative feedback
methods have demonstrated in [13,17,18] by using the measured light intensities. However, the
actual trap depths for atoms are slightly different from the measured light intensities due to the
different optics between the light intensity measurement and the actual trap.

In this paper, we demonstrate the trap depth optimization of holographic arrays using iterative
feedback methods with the measurements not only of trap light intensities but also of in-trap
fluorescence intensities of individual atoms. By applying this method to the single 87Rb atom
trapping, we can reduce the variance of trap depths to 1.7% for 4× 4 square arrays and less
than 4% for all various arrays with up to 62 sites. The improvements lead to a reduction of the
detection error of individual atoms from 1.7% to 0.0054% on average.

This article consists as follows. After description of our experimental setup for single atom
trapping in holographic arrays, we present a feedback optimization based on trap light intensi-
ties. We then show how we further optimize the trap depths by monitoring in-trap fluorescence
intensities. We probe the ability of these methods by applying it to interesting patterns of mi-
crotraps.

2. Experimental setup

Figure 1 shows our setup for the production of red-detuned optical microtraps where single
87Rb atoms will be trapped in intensity maxima. A trap light at a wavelength of 850nm, deliv-
ered from a single-mode polarization maintaining fiber, illuminates the active area of a SLM
(Hamamatsu, X10467-02). The 600×795 pixels can imprint an 8-bit phase pattern on the light.
The light is reflected by a dichroic mirror (DM) and focused to a waist w0 ' 1.0 µm with a high

#259744 Received 25 Feb 2016; revised 30 Mar 2016; accepted 30 Mar 2016; published 6 Apr 2016 
© 2016 OSA 18 Apr 2016 | Vol. 24, No. 8 | DOI:10.1364/OE.24.008132 | OPTICS EXPRESS 8134 
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Fig. 2. Averaged fluorescence images of single atoms trapped in (a) square, (b) ring, (c) triangle,
(d) honeycomb, and (e) kagome arrays. The images of 60× 60 µm2 (each pixel corresponds
0.85×0.85 µm2) are recorded by the EMCCD.

numerical aperture aspherical lens (NA = 0.5, flens = 8mm). A small fraction of the trap light
is transmitted through the DM and it is focused on a cooled CMOS camera to monitor the
diffracted intensity pattern of the SLM. In order to reduce the thermal drifts of phase modula-
tion levels, the SLM is temperature stabilized and enclosed in a quasi-isolated acrylic box for
protecting from air currents.

In our loading procedure, we start with a loading of single atoms by overlapping 1mK-deep
microtraps with a standard magneto-optical trap (MOT), which is loaded from a background
rubidium vapor in an ultrahigh vacuum glass cell. The atoms is cooled to∼ 20 µK with 20ms of
polarization-gradient cooling (PGC). Trapped atoms are detected by fluorescence imaging onto
a cooled electron-multiplying CCD (EMCCD) camera with an imaging light. The imaging light
contains two laser beams, one is red-detuned by 8MHz from the free-space D2 F = 2→ F ′ = 3
transition and the other is near resonant with the free-space D2 F = 1→ F ′= 2 transition. Each
beam is retro-reflected in a one-dimensional lin⊥ lin configuration with a Gaussian beam radius
of 1.3mm, which provides sisyphus cooling by exhibiting a polarization gradient. The imaging
light is propagating along the trapping plane, where the variance of the imaging light intensity
over maximal system size of 60×60 µm2 is smaller than 0.1%.

Figure 2 represents fluorescence images of single atoms trapped in various two-dimensional
arrays that we have created and optimized using the iterative feedback methods with the
measurements of both diffracted trap intensities and also in-trap fluorescence intensities. Since
each image is an average of 1,000 loading shots with 50ms exposure time, the brightness of
sites depends on loading probability and fluorescence intensity. The spacing between the near-
est trap in these arrays is d ' 5 µm. We can reduce the spacing d to about 3.6 µm which is
limited by the interference between neighboring beams. We can realize about 60 microtrap ar-
rays at maximum which is limited by the available trapping laser power of about 250mW in
our present experimental setup.

3. Feedback optimization of trap depths with light intensity measurement

We first use the standard GS algorithm to generate the holograms for arrays of microtraps such
as square, triangle, ring, honeycomb and kagome configurations. The algorithm is initialized
with an optical field in the SLM plane created by combining the incident beam profile with
a random phase distribution, and the target intensity It in the trapping plane set to a uniform
value for all trap sites. After typically a few ten cycles, the algorithm converges. The calculated
hologram is combined with two phase patterns. One is a blazed grating pattern (2.5lp/mm)
which allows us to separate the traps from the non-diffracted light. The other is a correction
pattern in order to compensate the optical flatness defect of the device. The resulting hologram
is applied to the SLM. Figure 3(a) shows the intensity distribution of a 10×10 array with d '
3.6 µm after a single use of the GS algorithm. The area of the image corresponds to 60×60 µm2
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(a) (b)

Fig. 3. Trap intensity distributions of a 10×10 square array. The area of the images corresponds
to 60× 60 µm2 in the actual trapping plane. The images are taken by the CMOS camera (a)
before and (b) after 20 iterations of the feedback optimization.

in the actual trapping plane. The trap intensities typically have a dispersion from the average
intensity of all sites. If the variance is left uncompensated, some of the sites cannot be loaded
with single atoms, because atoms with temperatures higher than 10% of the trap depth will
quickly escape from the trap.

We then implement the feedback optimization method similar to that used in previous similar
work [17]. The target image of arrays is adapted individually at each iteration of the process.
For the (i+1)st iteration, the corrected target intensity of nth site is obtained from

I(i+1)
t,n = a(i)n It,n (1)

a(i)n = a(i−1)
n
〈I(i)n 〉
I(i)n

, (2)

where It,n and I(i)n are the target and measurement intensities of the nth site, and 〈I(i)n 〉 is the
average intensity of all sites. The ratio 〈I(i)n 〉/I(i)n represents the weight for the intensity at the
nth trap and serves as part of the correction factor a(i)n for the next iteration in order to reduce
deviations in I(i)n from the average 〈I(i)n 〉. To improve convergence, a(i)n includes the previous
value a(i−1)

n , with a(0)n set to 1. The output hologram ϕ(i+1) of the GS algorithm, with the
previous hologram ϕ(i) as the initial phase pattern and I(i+1)

t,n as the corrected target intensity,
gives the phase pattern for the next iteration. Compared with previous work [17], we evaluate
each intensity I(i)n from the two-dimensional Gaussian fit to the intensity profile of the image
recorded by the CMOS camera, instead of simple integration of the light intensity of each trap.
As the beam waist size is slightly different at each trap, two-dimensional Gaussian fits give more
accurate determination of the light intensity I(i)n . In comparison with another similar method
recently demonstrated in [13], one used in this paper can easily reduce the variance of light
intensities without tuning a gain parameter. We evaluate the trap homogeneity by calculating
the variance of individual light intensities, which is given by

σint =
1
〈In〉

√
1
N

N

∑
n=1
|In−〈In〉|2, (3)

where N represents the number of traps. In addition, the diffraction efficiency η has been eval-
uated for each pattern. The efficiency η is defined as a sum of the trap powers Pn divided by
the power of the non-diffracted light Pnon reflected by a uniform phase pattern displayed on

#259744 Received 25 Feb 2016; revised 30 Mar 2016; accepted 30 Mar 2016; published 6 Apr 2016 
© 2016 OSA 18 Apr 2016 | Vol. 24, No. 8 | DOI:10.1364/OE.24.008132 | OPTICS EXPRESS 8136 



0 10 20

Feedback iteration i

0

0.1

0.2

0.3

0.4

V
ar

ia
n
ce

 σ
in

t

0.2

0.4

0.6

0.8

1

D
if

fr
ac

ti
o
n
 e

ff
ic

ie
n
cy

 η

Fig. 4. Performances of the feedback process for 10× 10 square arrays. The red circles (black
triangles) represent the intensity variance σint (diffraction efficiency η) as a function of feedback
iteration i with nGS = 1 The error bars are statistical from a sample of five experiments with
different initial random phases. The blue circles show σint obtained from a single experiment,
where we run the GS algorithm until it converges (nGS ' 40) for each i-th iteration.

the SLM. We obtain experimental values for Pn by integrating the values of pixels inside a
3.12×3.12 µm2 square area centered on the peak position.

σint and η recorded at each step of the feedback process for 10×10 square arrays are shown
in Fig. 4. We found that the variance of trap intensities can rapidly decrease by reducing the
number of cycles of the GS algorithm, denoted as nGS, at each feedback step. If we operate the
GS algorithm until it converges (nGS ' 40) at each step, the feedback loop is unable to reduce
the intensity variance to below 10% of the average intensity (blue circles). The oscillation of
σint arises from positive or negative correlations of the intensity levels between the neighboring
sites. Therefore, we implement the feedback with nGS = 1 in order to suppress this oscillation
(red circles). The feedback process can dramatically decrease σint during a few initial steps and
the remaining steps reduce the residual error step by step. After 20 iterations, σint decreases
from 22.9±1.7% to 0.7±0.2%. The resulting image of the intensity distribution is shown in
Fig. 3(b). The final value of η is 79.0± 2.3%, which is slightly lower than the initial value
82.3± 1.2% due to some of the light going out of the arrays or into intermediate positions
between the sites. This decrease depends on the geometry.

We summarize the results after 20 iterations of the feedback algorithm for various arrays,
along with N, σint, and η in Table 1. Our method can decrease σint to less than 1% for most
patterns. η is typically a few percent lower than the output of a single use of the GS algorithm.
Feedback-enhanced algorithm for aberration correction using MRAF algorithm has recently
demonstrated in [18]. This method can optimize discrete and also continuous geometries. Com-
pared to this work, our diffraction efficiency is 5.3 times higher for the 10× 10 square array
and 4.0 times higher for the 16-sites ring array. Currently our method does not correct aberra-
tions but it should be possible to incorporate wave-front optimization with a Shack-Hartmann
sensor [13, 19].
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Table 1. Summary of the results after 20 feedback iterations, including number of traps N, vari-
ance of the light intensities σint, and diffraction efficiency η . Each σint and η is average of five
experiments started with different initial phases. Values in round brackets indicate the standard
deviation.

σint (%) η (%)

Structure N Before After Before After

4×4 square 16 11.6(1.6) 0.6(0.2) 81.0(1.2) 80.1(1.4)
10×10 square 100 22.9(1.7) 0.7(0.2) 82.3(1.2) 79.0(2.3)

Triangle 72 22.2(2.1) 0.6(0.2) 81.2(2.2) 80.2(1.5)
Ring 16 5.8(2.3) 0.2(0.0) 69.1(0.7) 69.7(0.3)

Honeycomb 54 15.8(0.7) 0.5(0.1) 76.6(1.8) 76.1(1.8)
Kagome 67 21.0(1.1) 0.6(0.1) 78.1(1.5) 76.8(2.3)

4. Feedback optimization of trap depths with in-trap fluorescence measurement

The optimization method described in the last section allows us to realize uniform diffracted
intensity pattern which is monitored by the CMOS camera. However, the actual trap depths
for atoms are slightly different from the measured light intensities due to the different optics
between the light intensity measurement and the actual trap. We found that the variance of
trap depths is detrimental for detecting individual atoms with high fidelity. Here, we implement
further optimization method by taking in-trap fluorescence intensities from each single atom.
Assuming two-level atoms, in-trap fluorescence intensity fn of nth site during the exposure time
∆τ with the total detection efficiency ζ can be written by

fn = ζ
Γ

2
s0

1+ s0 +4(δ +∆n)2/Γ2 ∆τ, (4)

where ∆n is the total light shift of nth site, Γ is the natural linewidth of D2 line, and s0 = I/Isat
is the ratio of the imaging light intensity to the saturation intensity. The total light shift ∆n
is directly proportional to the trap light intensity In of nth site. Our imaging parameters are
detuning of δ/2π = 8MHz from the free space D2 F = 2 → F ′ = 3 transition with s0 ' 3, and
∆τ = 50ms. Taking into account ζ ' 2.2% of our optical system and the averaged light shift
〈∆n〉/2π ' 23MHz, the number of collected photons per single atom is estimated by 570.

Figure 5(a) shows an averaged fluorescence image of single atoms trapped in a 4×4 square
array with spacing d ' 5 µm after the optimization with the intensity measurement. The vari-
ance of light intensities measured by the CMOS camera is 0.6%. For each image, we integrate
the nth site signal over the corresponding 5× 5pixels which includes all of the atomic signal
without counting the signal from atoms in other sites. The histograms of the integrated signal
at each site are shown in Fig. 5(c). These histograms indicate no evidence of doubly occupied
sites due to the rapid light-assisted collisions of atomic pair [20]. Therefore, the data on the
right (red bars) corresponds to single atom signal and the data on the left (blue bars) is back-
ground signal, where the solid black lines are Gaussian fits to the two distributions. We define
the in-trap fluorescence intensity fn as a difference between two peaks of the two distributions
in the histogram on nth site.

In order to detect the presence or absence of a single atom with high fidelity, the two distribu-
tions should be clearly separated. However, if the trap depth is too high, the in-trap fluorescence
intensity decreases due to the large light shift, and leads to the increase of the error in the atom
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Fig. 5. Single atom trapping in a 4× 4 square array and effect of the feedback optimization of
in-trap fluorescence intensities. An average of 1,000 fluorescence images (a) before and (b) after
five iterations of the feedback algorithm. The images cover an area of 25× 25 µm2 (each pixel
corresponds 0.85× 0.85 µm2) and are recorded by the EMCCD with 50ms exposure time. (c)
Fluorescence detection histograms in each site of the array after optimization using only the trap-
ping light intensity. The red (blue) bars represent the one-atom (zero-atom) signals. The black
solid lines are Gaussian fits to the each distribution. (d) Same as in (c), but after the feedback
optimization with in-trap fluorescence. The histogram of the integrated signals on site 12 (e)
before and (f) after the optimization. The green bars indicate loss counts during the exposure.

detection because the signal distributions for zero and single atom become overlapped [see site
4 in Fig. 5(c)]. By calculating the overlap integration of the two normalized Gaussian distribu-
tions, the detection error ε is estimated to be 5.2% for site 4. On the other hand, if the trap depth
is too low, the in-trap fluorescence intensity increases due to the smaller light shift, which leads
to the increase of the temperature of atoms in the trap and subsequently a possibility for trap
loss during the 50ms exposure time. Figure 5(e) shows the enlarged histogram for site 12. The
data occupying an intermediate position between the two distributions (green bars) can be in-
ferred as a heating loss count during the exposure time. The maximal loss probability of 8.0%
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Table 2. Summary of the results after i iterations of the in-trap fluorescence feedback, including
number of traps N, variance of in-trap fluorescence intensities σfluo, estimated variance of trap
depths σtrap, and maximal detection error ε .

σfluo (%) σtrap (%) ε

Structure N Before After Before After Before After i

4×4 square 16 28.4 2.4 20.8 1.7 5.2×10−2 2.0×10−5 5
7×7 square 49 16.3 4.0 11.5 2.8 6.0×10−3 4.2×10−5 10

Triangle 42 13.0 5.7 9.1 4.0 2.1×10−2 2.6×10−5 8
Ring 16 24.6 2.7 17.8 1.9 2.6×10−3 8.1×10−5 3

Honeycomb 54 14.8 4.6 10.4 3.2 1.3×10−2 8.4×10−5 9
Kagome 62 18.0 5.8 12.8 4.0 9.6×10−3 7.1×10−5 8

appears on this site. Another loss is caused by background gas collisions, which evenly occurs
at all sites with less than 0.5% probability.

To reduce the variance of trap depths, we implement a similar feedback method to that de-
scribed in the previous section. The difference is that the individual target intensities of the GS
algorithm are determined from in-trap fluorescence intensities of single atoms. At ith iteration,
we calculate the target intensity by using Eqs. (1) and (2), where the actual light intensity I(i)n

and the averaged intensity 〈I(i)n 〉 are estimated from in-trap fluorescence intensity fn experimen-
tally obtained with the fluorescence imaging. This new target intensity I(i+1)

t,n and the previously
obtained phase pattern ϕ(i) serve as the input for the GS algorithm, which generates a new
phase pattern ϕ(i+1) for the next iteration. As in the previous section, we run the GS algorithm
for only nGS = 1 cycle per iteration. We determine the initial correction factor a(0)n and the initial
phase pattern ϕ(0) from the results of the optimization with trapping light intensities. At every
iteration, the in-trap fluorescence intensities are determined from 1,000 fluorescence images,
each of which is captured after 300ms loading and 20ms PGC phases.

Figure 5(d) shows the resulting histograms of the integrated signals for the 4×4 square array.
After only five iterations, the signal distributions for zero and single atom are clearly separated
at all sites. The variance of in-trap fluorescence intensities can be reduced from 28.4% to 2.4%.
The variance of trap depths, estimated from Eq. (4), is decreased from 20.8% to 1.7%. By
analysis of the overlap of the Gaussian fits at all 16 sites, we find a decrease in the maximal
detection error ε from 5.2% to 0.002%. The atomic loss on site 12 [see Fig. 5(f)] is also
decreased from 8.0% to 0.3%, with the latter limited by the trap lifetime. We found that the
uniformity is deteriorated by drifts of the phase modulation levels of the SLM, and which is
mainly caused from the thermal drifts. By stabilizing the thermal drift of the SLM within 0.1 ◦C,
the degradation of the uniformity cannot be observed over three months.

We apply this method to the various arrays of microtraps as shown in Fig. 2. A summary
of the results is shown in Table 2 which indicates the structure of arrays, the number of traps
N, the variance of in-trap fluorescence intensities σfluo, the variance of trap depths σtrap, the
maximal detection error ε , and the number of iterations required i. The method reduce σfluo
to less than 6% for all arrays within 10 iterations, while the convergence speed depends on
the geometry and the number of sites. Without the optimization by taking in-trap fluorescence
intensities, arrays have σtrap between 9.1% and 20.8%. By applying this method, σtrap is de-
creased to between 1.7% and 4.0%. Additionally, it is possible to realize high-fidelity detection
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of individual single atoms in arrays containing up to 62 sites. The maximal detection error can
be reduced to less than 10−4 for all arrays.

5. Conclusion

We have demonstrated the iterative feedback optimizations to realize highly uniformity of trap
depths with the measurements of light intensities and in-trap fluorescence intensities emitted
from single atoms. The feedback with in-trap fluorescence intensities reduce the variance of
actual trap depths to 1.7% for 4×4 square arrays and less than 4% for all various arrays with
up to 62 sites. We also observed a decrease in the detection error of single atoms. The error
can be reduced to less than 10−4 for all arrays examined in this paper. It is possible to keep
the detection fidelity of individual atoms in arrays up to 62 sites as almost same fidelity with
typical single or two qubit experiments.

Recently, several experiments [10, 21] demonstrated ∼ 90% preparation efficiency of single
atoms in a single and a few traps by using blue-detuned light assisted collisions, which require
to carefully optimize the detuning of a homogeneous collision beam from the trap-shifted tran-
sition for each of all sites. Our method would help for their implementation on holographic
arrays due to the variance of light shifts could be reduced.

Several experiments [22, 23] demonstrated blue-detuned traps, confining the atoms at the
intensity minima, which reduces the light shifts on the atomic transitions. To the contrary, light
shifts induced by red-detuned traps should be further precisely optimized for state control. In
future work, further improvements for the precise optimization of the variance of light shifts
could be achieved by the iterative feedback with the measurement of light shift spectra [24] of
trapped single atoms. It is an important issue for coherent manipulation of trapped single atoms
that different phases induced by the variance of light shifts across an array are accumulated and
result in dephasing. A feedback system such as the one presented in this paper with holographic
trap characteristics obtained by using in-trap atoms is useful for creation of finely optimized
microtrap arrays.
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